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ARTICLE INFO ABSTRACT 
 

 
 
 

The project consists of two main components i.e. Gesture and Voice. Gesture Recognition is where we 
used two algorithms. Those are Lucas-Kanade and Haar Classifier. The second main component, 
which is the Voice component, consists of two sub-components, which are the voice recognizer and 
the voice synthesizer. The entire architectural idea is based on the basic floor concepts of OpenCV 
(Open Computer Vision). The architecture and component distribution looks very easy and systematic 
but gets complicated as the implementation proceeds. The belowdetailed description should make it 
easy for all us to understand this not so easy system. 
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INTRODUCTION  
 

The currently deployed system is an efficient system with 
many advantages that overcome the problems the previously 
existing systems prevailed. We will look into these advantages 
a bit later but it is very important to understand what functions 
each component does in the entire system. The Haar Classifier 
will be used for face detection by the camera and Lucas-
Kanade will be used to extract the features of the face so as to 
create a unique face every time as all faces are not the same. 
Similarly, for the voice recognition components, the voice 
recognizer will work efficiently with the microphone so as to 
detect the voice input of the system which will also remind it to 
save that input so that the synthesizer can process it. The voice 
synthesizer will sample the user’s voice and break it into 
individual phrases so as to easily detect what the user wants to 
convey 
 

Requirement Analysis 
 

The system that we have developed is software oriented and 
has minimal hardware requirements.  
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One can use these basic components and run this efficient 
system at a very minimal cost. Some of these requirements are: 
 

Software Requirements 
 

 Windows 7 or any equivalent 
 Microsoft Visual Studio 
 .NET Framework 4 and above 
 JDK version 5.0 and above 
 512 MB RAM and above 

 
Hardware Requirements 
 

 Web Camera (30fps and above) 
 Speaker  
 Microphone 
 A Computer with basic I/O devices 

 
System Working 
 

 Gesture Recognition Module: 
 
The project’s main source code is named ClientLayer and it is 
stored in a folder named clientlayer. So to extract the package 
from the folder and run it in java we use the above-
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depictedcommand. (Note: The java file is pre
figure 1 we can understand that in cmd we are just 
implementing the source code using JRE. 
 

 

Fig. 1 
 

 

Fig. 2 
 

 

Fig. 3 
 

When we run the code using java, the thread from the code 
starts running. This thread runs the gesture UI i.e the front 
screen that is depicted in figure 2 and along with that, the 
thread running is depicted in figure 3 where the tracker for 
gesture recognition also starts.  

 

 

Fig. 4 
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command. (Note: The java file is pre-compiled.) From 
figure 1 we can understand that in cmd we are just 

 

 

 

When we run the code using java, the thread from the code 
starts running. This thread runs the gesture UI i.e the front 
screen that is depicted in figure 2 and along with that, the 
thread running is depicted in figure 3 where the tracker for 

 

The tracker has one basic requirement i.e. the web camera and 
figure 4 is the initiation of the tracker which then enables the 
user to select a source of video input. All the source of video 
inputs will be shown in the drop
sure that the input webcam device should have a minimum fps 
power of 30 or above because our eye blink is very fast and to 
process that one requires a good frame rate to capture each and 
every movement and give a precise mouse con
anoutput. 
 

Fig

If no camera input device is found then it will show a box as 
depicted in figure 5. The only major requirement for gesture 
recognition is a web camera which cannot be avoided as it will 
not serve the purpose. 

Fig. 

Once we select the input device and keep our face steady in 
front of the webcam we can see an information box which 
satisfies the user that one has fulfilled the system’s 
requirement. The information box is depicted in the above 
figure 6. 

Fig. 

If the user’s face does not remain steady while the tracker is 
trying to capture the face features then it will update the 
information the box and will show a box just like Figure 
 

Fig
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The tracker has one basic requirement i.e. the web camera and 
figure 4 is the initiation of the tracker which then enables the 
user to select a source of video input. All the source of video 
inputs will be shown in the drop-down menu. One should make 
sure that the input webcam device should have a minimum fps 
power of 30 or above because our eye blink is very fast and to 
process that one requires a good frame rate to capture each and 
every movement and give a precise mouse control action as 

 
 

Fig. 5 
 

If no camera input device is found then it will show a box as 
depicted in figure 5. The only major requirement for gesture 
recognition is a web camera which cannot be avoided as it will 

 

 
 

Fig. 6 
 

Once we select the input device and keep our face steady in 
front of the webcam we can see an information box which 
satisfies the user that one has fulfilled the system’s 
requirement. The information box is depicted in the above 

 

 
 

Fig. 7 
 

If the user’s face does not remain steady while the tracker is 
trying to capture the face features then it will update the 
information the box and will show a box just like Figure 7. 

 
 

Fig.8 
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When the tracker completes extraction of the users face 
features the control is passed to the mouse cursor and all the 
parameters are set. When an eye blink is detected it perfo
function of a right click which is shown in figure 8.

 
Voice Control Module 
 
When the .NET code for voice control is run using Microsoft 
Visual Studio we get a command control screen. The command 
control screen can be seen in figure 9. 
 

 
Fig.9 

 
The various pre-fed commands are depicted on the screen 
when it detects those phrases using the recognizer and 
performs that equivalent function when the synthesizer has 
done processing the command. When the command is not 
detected properly it shows a screen depicted in Figure 
will reject the speech i.e the voice input. 

 

 
Fig.10 

 
Some of the pre-fed commands that are used in our project are:
 
Test  To check if the system is detecting the commands
Play music  To open Windows Media Player
Open C Drive  Opens C Drive in File Explorer
Open cmd  Opens Command Prompt 
Exit  It exits the voice control module 
 
But before directly exiting from the module it asks the user if 
he/she is sure to exit the system and one can answer back with 
a “Yes” or “No” and the system will act accordingly.
 
(Note: One can easily add new commands and provide a path 
for what process needs to be done by the system for that 
specific voice command. ) 
 
Advantage over Previous systems 
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completes extraction of the users face 
features the control is passed to the mouse cursor and all the 
parameters are set. When an eye blink is detected it performs a 
function of a right click which is shown in figure 8. 

When the .NET code for voice control is run using Microsoft 
Visual Studio we get a command control screen. The command 

 

fed commands are depicted on the screen 
using the recognizer and 

performs that equivalent function when the synthesizer has 
done processing the command. When the command is not 
detected properly it shows a screen depicted in Figure 10 and 

 

fed commands that are used in our project are: 

To check if the system is detecting the commands 
To open Windows Media Player 

Opens C Drive in File Explorer 

But before directly exiting from the module it asks the user if 
he/she is sure to exit the system and one can answer back with 
a “Yes” or “No” and the system will act accordingly. 

and provide a path 
for what process needs to be done by the system for that 

Some of our system advantages over previously existing 
similar systems are: 
 
Ease of use 
 
This system is easy to use because the system will 
automatically start running as soon as the computer starts. This 
is done by including these programs in the shell startup menu 
of Windows as depicted in Figure 
 

Fig

Fewer Hardware Requirements
 
The only hardware that is required to run the project is a basic 
computer, a webcam, and a microphone. It is very likely that 
these mechanisms are commonlyavailable in normal 
households nowadays due to technological advancements.
 
Low-Cost System 
 
All the systems that exist till now probably depend on a lot of 
expensive hardware exclusively made for the system to run. 
This exclusive hardware is very expensive and this is a major 
drawback of all these systems when compared to our system’s 
optimal costing. 
 
Conclusion 

 
The project thus is a game changer in the field of image 
processing. There is a great future scope for this project 
great extensions can be done. The gesture control can be used 
to design advanced games where the game can be completely 
controlled and played using eyes as cursor movements and 
voice to switch the functions within the game. This will be an 
ultimate hands-free experience, which
and make it more interesting and fun to play. The voice 
dictation in voice control module can be extended so as to 
make additional use of it. This may also give 
(Internet of Things) and put voice into use for it. To conclude 
in short one can easily say that this project will bolster hands
free use of all devices in the very near future.
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This system is easy to use because the system will 
automatically start running as soon as the computer starts. This 
is done by including these programs in the shell startup menu 
of Windows as depicted in Figure 11. 
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Hardware Requirements 
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The project thus is a game changer in the field of image 
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great extensions can be done. The gesture control can be used 
to design advanced games where the game can be completely 
controlled and played using eyes as cursor movements and 
voice to switch the functions within the game. This will be an 
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